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Abstract

Simple recurrent connectionist networks (SRN) that were proposed by Jeffery Elman in 1990 [4] have been, in recent years, adapted to modelling bilingual memory [5, 9]. . Furthermore, apart from simply modelling lexical organisations, simulations can be run to observe how organisations or words in separate languages are acquired and developed. Comparisons can then be made to observations of bilingual children’s language development, which can help us to better understand how language is organised in the brain. Several researchers have presented their results of SRN models of bilingual memory by spatial separations of language clusters in the hidden space [5, 9]. This method doesn’t altogether tie in with the theory of a single distributed lexicon of bilingual memory which calls for a single lexicon where words form cluster associations but are not necessarily spatially separated by language. This paper proposes an alternative method for evaluating the plausibility of SRNs as a model for bilingual memory.

1 Introduction

Neural network or connectionist models have had a great impact on cognitive science research. These have been applied to a variety of phenomena such as brain damage, and language acquisition and development in children; this paper particularly focuses on the relation between neural network models and the organisation of bilingual memory. Neural network models consist of nodes or units that have a similar structure to neural networks of the brain. The network has input vectors with different levels of activation that have a weighted ‘connection’ to an output vector. These weights may be programmed into the model or the network may be capable of learning the underlying function that connect the input and output vectors. 

A strongly debated topic among researchers in the field of Bilingual Memory is the question of how language is organised within the brain of a Bilingual.  Is bilingual language processing represented in a single or distributed lexicon or a mixture of both? Various models of bilingual representation have been proposed each if which attempt to explain the complex and intricate relationship between words and/or concepts in a variety of ways. These models of bilingual memory can be generalised into three primary approaches: Language specific lexicon; a single distributed lexicon; or as some researchers have proposed, a mixture of both. Haritos and Nelson [1] even imply that the application of either of these models is just a matter of interpretation.

Language specific lexicons emphasize differential stores and processing. Which means that bilingual memory is conceived as represented in separate but interconnected lexicons [8]. This is to say that a bilingual is believed to have two mental dictionaries to recognise words in each language. This type of model relies on the existence of a more dominant first language and a less dominant second language and is mainly applied to acquisition of a second language after the establishment of the first. This model, however fails to explain clearly, what happens during simultaneous language acquisition such as seen in children brought up in a bilingual family.

The theory of differential or distributed storage and processing [2] means that bilingual memory is organised as a single distributed lexicon rather than two separately accessible lexicons corresponding to each language [3]. Distributed models such as French’s (1998) simple recurrent network (SRN as used in Elman, 1990 [4]) model of bilingual memory [5] represent words or concepts across many processing nodes. In a recurrent network, hidden units feedback on themselves providing the network with a form of memory [4]. An input is a word or a sentence, and the target output is the next word in the sentence. In most cases, this sort of prediction model requires access to more than just the preceding word. Also, the next word is usually not uniquely determined by the sentence context even if a larger window of preceding words is available. Using the SRN, the hidden layer activations develop into clusters corresponding to the different types of words (verb, noun, etc). In French’s [5] study, he also observed a separation of the vectors, by language, in the hidden space. While the input did not incorporate any distinguishing factors, some researchers have suggested that the presentation of the input was unrealistic [7] due to the fact that the probability of switching from one language to the next was 0.001. The biased presentation of input may have resulted in the clear separation of languages in French’s simulation [6].

Both language specific and distributed models both have their related shortcomings as noted in the above descriptions. To overcome these problems, combination models such as the self-organising connectionist model of bilingual processing (SOMBIP) [6] combine properties from both models While SOMBIP does allow learning by representing co-occurrences of the input words in the acquisition of work meanings, it also incorporates the encoding of features of the input word. This combined model utilises a more realistic input set of data to counteract problems which arise from the bias presentation of input which is a problem [6] seen in French’s simulation [5].

While French managed to show a clear separation of language clusters [5], our previous attempts to replicate the simulation of Bilingual Memory with such clear results was unsuccessful [7]. Moreover, we believe that French’s technique at looking at spatial separation by hierarchical cluster analysis does not take into consideration temporal information of the dynamical system. In this paper I will be proposing an alternative method of assessing the plausibility of an SRN as a framework for modelling bilingual memory by investigating the ability of the model to generalise rather than looking for spatial separation. 

2 Method

The methods used in the simulation are organised in terms of the grammar, architecture, training procedures and data collection. The choice for the number of hidden units and data set are based upon previous research and computing limitations. These are explicitly noted throughout. The program was coded in the Java programming language.

2.1 Grammar

The grammar used was a pseudo-natural language based on Elman’s [4] context free language rather than the micro-languages used by French [5] (See Figure 1). While French did investigate the ability of the SRN to scale up to more words in the languages, it made more practical sense to add complexity to the very simple grammars that he used in his simulation. This is because the simple three word sentences that French used only resulted in 64 unique sentences which run over 1000,000 times through the SRN seemed to beg the result of a clear delineation of languages within the meta-space. Therefore the language used for this simulation was set to be more realistic. The alpha language was used and sentence generation allowed nested sentences linked together by the extra words “which” and “who”.
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Subject Nouns: BOY, GIRL, MAN, WOMAN
Verbs: LIFTS, TOUCHES, SEES, PUSHES

Object Nouns: TOY, BALL, BOODK, PEN

Beta
Subject Nouns: GARCON, FILLE, HOMME, FEMME
Verbs: SOULEVE, TOUCHE, VOIT, POUSSE

Object Nouns: JOUET, EALLON, LIVRE, STYLO
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To simulate a bilingual environment, the sentences were generated using only the words in the same language. The grammar generates simple noun-verb and noun-verb-noun sentences. The probability of changing from one sentence to another was set to 0.001, such that on average the input language should remain the same for approximately 1000 sentences before switching. The language was non-finite and context free. Each subject noun had a 25% chance of being followed by a relative clause starting with “who” then a verb phrase with a subject noun. Each object noun had a 25% chance of being followed by a relative clause starting with “witch” and a verb phrase involving a subject noun. This resulted in sentences like the following:

	boy lifts pen. woman who pushes pen sees ball. boy pushes book which woman touches. boy touches ball. man who lifts book sees ball which girl pushes
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boy_b | girl_b |man_b |woman_b

	ON
	(
	toy_b | ball_b | book_b | pen_b

	V
	(
	lifts_b | touches_b | sees_b | pushes_b


Table 1 - The context-free grammar used in the Simulation

For purposes of the simulation words were used although single letters or arbitrary symbols would have done just as well. The reason these particular words were chosen is so that they would make when analysing the sentence generated and be immediately identifiable as belonging to language a (suffixed with “_a”) or beta (suffixed with “_b”)

A vector with a length of 29 represented each word in Alpha and Beta. Starting with the first word in the language, each word was coded with a vector such that the one unique element in he vector was “active” and therefore represented by a ‘1’. For example,  “boy_a” was represented by the vector [10000000000000000000000000000], and “girl_a” was represented by the vector [01000000000000000000000000000] and so on. 14 words were words from the alpha language and 14 were from the beta language. The final vector represented the full stop signifying the end of a sentence.

2.2 Network Architecture

The SRN used is based on the one used in Elman’s simulation and is shown in Figure 2 .The SRN had 24 input nodes 32 hidden nodes and 24 output nodes. These values mimicked those used by French in his simulation. The network accepts a word as an input and attempts to determine the word that is next in the sentence. The SRN uses the vector of the next word in the input sequence to adjust the weights associated with the layers of the network; thus learning from the presentation of each word in the input sentence. 


2.3 Training Procedure

The network is trained with the set of pre-generated sentences with a learning rate of 0.1. Approximately 120,000 words are generated in each language with the average sentence length being 6 words long (min=3 words, max = 30 words). An earlier study [7] showed that even with a two-dimensional hidden space, prominent clustering effects were observed by 240,000 words, while in 32-dimensions prominent clustering could be seen after as few as 60,000 words. However slightly longer training was required as compared to the simulation using French’s simple Alpha-Beta languages, to observe convergence in the simulation using the Elman grammar. This is due to the added complexity of the nested sentences. 120,000 words were chosen due to computational memory limitation. 

The network was allowed to train for 30,000 words before being tested and was there after tested every 10000 words to observe the development of language clusters in the hidden space. 

	For every word in the dataset


Train the network using that word


Adjust the weights of network


If after 30,000 times AND for every 10000 words


Then 



Run test languages



Run K-Means analysis



Calculate Entropy




Figure 2 - Simplified Pseudocele for how the program simulation was run

During training the weights were adjusted to minimize the summed squared error between the network’s predicted next word and the actual next word in the language data set. This was done using back-propagation learning procedure [10] with a learning rate (eta) of 0.01. No momentum term was used and weights were updated after each word presentation. The weights were initialised to random values. 

Normalized softmax constraints were applied to the output layer because divergence is well-defined only over probability distributions [11]. Softmax is a transfer function. which calculate a layer's output from its net input.

2.4 Testing Procedure

The method that French [5] used was that every 20,000 sentences, he would stop the network and run all 24 words of the micro language individually through the SRN with a zeroed vector as the previous context node; collecting the hidden layer activations for each word. This means that each word was viewed independent of context. The hidden unit vectors were then collected and used to develop cluster dendograms. When attempting to replicate these results [7] the cluster dendograms produced did not show clear and obvious distinctions in language and grammatical structure similar to those presented by French [5]. To verify that the values in [7] were not a product of chance, repeated attempts with different initial conditions were done to verify the significant of the result. Using French’s method, no difference was observed. 

French’s method was concerned with looking for spatial separation. However in order to assess the plausibility of using SRN as a framework for modelling bilingual memory it is important to investigate the model’s generalization capability rather than the spatial separation. Specifically, it is essential to evaluate robustness to cross-language influence of intra-language predictions. Therefore in order to evaluate the generalization capability of the SRN a K-means analysis was conducted followed by a numeric measure of overlapping using entropy. The entropy formula expresses the uncertainty of a probability distribution. The information is expressed in bits using 2 as a base of the logarithm.


Higher entropy indicates that the values within a selected cluster are not as readily predictable. The entropy was calculated based on the probability of predicting the member language of a cluster based on previous observations. Therefore if we calculated all the cluster centroids closest to the hidden unit vectors that were taken from Alpha and those that were taken from Beta and they were all different even though the trajectories overlapped then we can see a clear separation of language even though there is no evident spatial separation. (Figure 4)


For example, in French’s simulation we can deduce from the cluster dendogram (see Figure 4) that he presented that had a K-means analysis been done on the hidden unit vectors where k = 2, he proposes that the entropy value will equal zero since the clusters are so distinctly set out. 


A test dataset was created for each language consisting of approximately 1000 words each
. This data set was run through the network without updating the weights of the network in order to retrieve hidden values for each language. This was to avoid the need for normalisation as it was observed that the switching of the languages had an effect on way the units cluster (skewed distributions would be observed if 900 sentences of one language were used to train while only 100 of the second language was trained just before sampling)
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4 Results

The first thing that was tested was French’s theory that distinct language separations are clearly shown. As with the previous study [7] conducted with spatial separation, this result was not supported by the data (see Table 2).  In all results 2 trials were conducted using different seed numbers to initialise random cluster centroids and language generators. This is to ensure that the data was not simply the result of a chance. The seed of one was used for Trial 1 and a seed of three was used for Trial 2.

	After x words
	Entropy (Trial 1)
	Entropy (Trial 2)

	20000
	0.999998981
	0.999995917

	30000
	0.999998981
	1.0

	40000
	0.485475297
	1.0

	50000
	0.999998981
	1.0

	60000
	0.999998981
	1.0

	70000
	0.999998981
	0.918295834

	80000
	0.999998981
	0.918295834

	90000
	0.999998981
	0.918295834

	100000
	0.999998981
	0.918295834

	110000
	0.999998981
	0.918295834

	120000
	0.999998981
	0.999995917


Table 2 - Entropy values for French's simulation from K-means analysis where k=2

In the Wee & Pronger [7] study conducted earlier this year we found that there was clear separation of classes of words based on subject noun, verb and object noun. Therefore if k=6 we would see clear clusters forming and expect to see entropy values fall to zero.



	After x words
	Entropy (Trial 1)
	Entropy (Trial 2)

	30000
	0.0
	0.284882

	40000
	0.333333
	0.009805

	50000
	0.166667
	0.004902

	60000
	0.166667
	0.004902

	70000
	0.333333
	0.004902

	80000
	0.0
	0.004902

	90000
	0.0
	0.004902

	100000
	0.0
	0.004902

	110000
	0.0
	0.0

	120000
	0.0
	0.0


Table 3 - Entropy values for Wee & Pronger simulation [7] from K-means analysis where k=6

This analysis was extended to analyse the more complex grammar described in Section 2.1 above. K was taken initially at 2 to see if the clusters formed distinct language followed by sampling at k = 10 because of the addition of more words into the language (e.g. which_a, who_b, etc) as compared to the grammar.

	After x words
	Entropy (Trial 1)
	Entropy (Trial 2)

	30000
	0.999930967
	0.997128538

	40000
	0.999930967
	0.99986829

	50000
	0.999671056
	0.999254488

	60000
	0.999905892
	0.999813908

	70000
	0.999216321
	0.99978996

	80000
	0.999884176
	0.999876875

	90000
	0.98725833
	0.99737616

	100000
	0.992620733
	0.999257225

	110000
	0
	0

	120000
	0.914466411
	0


Table 4 - Entropy values for extended language data set using Elman's context free grammar rather than French's simple grammar k=2.

	After x words
	Entropy (Trial 1)
	Entropy (Trial 2)

	30000
	0.599271828
	0.679626038

	40000
	0.598744635
	0.529323551

	50000
	0.394783067
	0.420334102

	60000
	0.399484443
	0.443264208

	70000
	0.399528505
	0.289357138

	80000
	0.399404537
	0.324381408

	90000
	0.199279188
	0.409775808

	100000
	0.099872377
	0.30474841

	110000
	0.0
	0.0

	120000
	0.0
	0.0


Table 5 - Entropy values for extended language data set using Elman's context free grammar rather than French's simple grammar k=10.

5 Analysis

From the results shown, we can observe that the network is able to master the task of generalization to a reasonable degree of proficiency for both the simple and complex grammar. This supports our previous study [7] in that it shows that clustering is evident at the word structure level even if it is not so clearly observed at the language level. 

By using the more complex grammar we see the same pattern, however towards the end of training there is a fluctuation of values from one extreme to the other in both cases. This might suggest that clear low entropies might be observed if the training was allowed to continue for more sentences. As it stands we do see clear language separation when k=10 showing that each word in the particular language is travelling similar trajectories through the hidden space.



6 Discussion

The results of the simulation were what were expected. These results imply that language separation is evident even if clear spatial separation is not. These findings support the proposal for looking at generalizing capabilities of SRNs and focusing on how clusters are connected and activated when processing each language. It is necessary to consider that an SRN is a dynamical system that cannot be just be presented as an unchanging snapshot, thereby disregarding temporal information.

A main problem with doing cluster analysis is due to the amount of method that are available and deciding on the best one that would adequately accomplish the task without biasing the data in any way. During the design phase, three approaches were examined:

1) Elman’s Averaging method - This involves averaging the hidden layer vectors once the network had been trained. 

2) The Method used by French in his simulation was to run each word individually through the network with a zeroed context layer ever few thousand sentences. This method allowed for each of the input words to be viewed independent of the context. 

3) Creating a test data set based on an equal number of generated alpha language and beta language sentences and collecting hidden layer activations for all of them. The actually word itself (noun, verb, etc) did not matter rather the language that the word occurred was important. 

.  

7 Conclusion

As mentioned in the introduction, a problem with presenting results using cluster dendograms or other forms of spatial separation is that it does not provide enough numerical results for the simulation to be easily repeated or for proper post hoc analysis of distance and proportion. Cluster dendograms are also sometimes unreliable because after extensive training with a large hidden layer clusters may be pushed to corners of the space making distance calculations irrelative to the relations between clusters. The above simulations have shown that even though spatial separation is not clearly observed between the two languages, it is suggestive, numerically and observably that there are language separations within the distributed lexicon. The method described to conduct the simulations above show numerical evidence of the SRN separating language clusters within the hidden layer even for more complex grammars. With this method of calculating entropy values on k-means cluster analysis we have been able to show the language separation where we were unable to using French’s technique [5].

8 Further applications

More work can be done by using this the methods from the simulations above and applying it to analysing languages with different structures. As mentioned, the grammar used was a in the form of subject noun – verb – object noun (SVO such as in English). Many Asian languages are of the form of subject noun – object noun – verb. It would be interesting to observe and compare the differences in development of language clusters. Would it take a shorter or longer time for the SRN to learn the structure?

Another interesting application would be to observe what happens when applying this technique to Elman’s “Importance of starting small” technique [12] to helping the SRN be more robust in its classifications. This involves limiting the ability to learn early in the simulation and starting with a simple language in order to build basic connections before introducing complex structures.

9 Contributions

· The original code was written by Dr. Mikael Bodén and modified and adapted for this simulation by Alexandra Wee. 

· An earlier exploration into SRN in bilingual memory was conducted in Semester 1 2003. Alexandra Wee and Elizabeth Pronger, supervised by Dr. Mikael Bodén, coded the SRN simulation and wrote the report (see Appendix). That report has contributed to the introduction sections of this paper. 
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Example used for language Beta. Alpha language is suffixed with “_a” after each word





Figure � SEQ Figure \* ARABIC �1� -The words in the Micro Language used by French [5]
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Figure � SEQ Figure \* ARABIC �1� - The SRN Architecture used in the simulation based on the Elman [5] SRN





Weights V





Weights U





Copy (Delayed)





Weights W





Figure � SEQ Figure \* ARABIC �3� - Cluster Dendogram that French got from his simulation shows clear separation of the 2 languages.  Therefore if a K-means analysis was conducted with k=2 we would expect to see an entropy value of zero.





Figure � SEQ Figure \* ARABIC �4� - Cluster dendogram observed after training the SRN 20,000 sentences or 60,000 words [7]





Figure � SEQ Figure \* ARABIC �2�- Cluster centroids within the state space and the trajectories of Alpha shown as keeping to those of the circles and Beta keeping to those of the squares. Although it is not possible to draw a clear line between the 2 language groups it is clear to see that each language keeps to it’s own trajectories.
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Figure � SEQ Figure \* ARABIC �5�- Collected nearest centroids for every word presented by the test set (described in section 2.4). When words are presented of the first language it travels between centroids 1,3,4,6,9 whereas if the second language is presented, they are only closest to centroids 0,2,5,7,8. Entropy is thus 0.0 at this point since there is no overlap (k=10, after trained for 120,000 words)
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� Generally the data set is about 997-999 words long depending on when the generator finishes a complete sentence and does not have room for the next one.
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